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Abstract

Email has become a part of most people’s lives, and the ever increasing amount

of messages people receive can lead to email overload. We attempt to mitigate

this problem using email thread summarization. Summaries can be used for things

other than just replacing an incoming email message. They can be used in the

business world as a form of corporate memory, or to allow a new team member an

easy way to catch up on an ongoing conversation. Email threads are of particular

interest to summarization because they contain much structural redundancy due to

their conversational nature.

Our email thread summarization approach uses machine learning to pick which

sentences from the email thread to use in the summary. A machine learning sum-

marizer must be trained using previously labeled data, i.e. manually created sum-

maries. After being trained our summarization algorithm can generate summaries

that on average contain over 70% of the same sentences as human annotators. We

show that labeling some key features such as speech acts, meta sentences, and

subjectivity can improve performance to over 80% weighted recall.

To create such email summarization software, an email dataset is needed for

training and evaluation. Since email communication is a private matter, it is hard

to get access to real emails for research. Furthermore these emails must be anno-

tated with human generated summaries as well. As these annotated datasets are

rare, we have created one and made it publicly available. The BC3 corpus contains

annotations for 40 email threads which include extractive summaries, abstractive

summaries with links, and labeled speech acts, meta sentences, and subjective sen-

tences.

While previous research has shown that machine learning algorithms are a
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promising approach to email summarization, there has not been a study on the

impact of the choice of algorithm. We explore new techniques in email thread

summarization using several different kinds of regression, and the results show

that the choice of classifier is very critical. We also present a novel feature set for

email summarization and do analysis on two email corpora: the BC3 corpus and

the Enron corpus.
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Chapter 1

Introduction

Getting information off the Internet is like taking a drink from a fire
hydrant. — Mitch Kapor

Email has become a part of most people’s everyday lives. It is a convenient

form of communication due to its speed and lack of cost. However with these two

benefits also comes a cost. Many people receive a large enough number of emails

every day that it takes up a significant amount of their time. Summarization is a

promising way to reduce the information overload. Summarization can be used to

make various parts of using email easier. The problem of email overload is only

going to keep increasing. For example, if you have a car with OnStar, it can already

email you if it needs an oil change. As more electronic devices gain access to the

internet, they will also have the ability to send their owner emails. We therefore

want to create tools to effectively deal with this abundance of emails.

1.1 Uses for Email Summarization
Email summarization has many more uses than just summarizing incoming emails.

For example important sentences of a new email can be highlighted. In this way a

user can still read the entire email, but reading time will be greatly reduced since

a user can pay more attention to the highlighted sentences. In the business world,

email summarization can be used as a form of corporate memory, where the thread

summaries represent all the previous business decisions that have been made. As
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another possibility, it also allows a new team member to easily catch up on an

ongoing conversation.

An interesting approach would also be to use the summarization before an

email is actually sent. It can be used along the lines of a spell or grammar checker

to improve the quality of a written email. It would be like a content checker that

could show which sentences it deems as not important. The user would then have

a chance to revise the email into a more concise form.

Summaries can also be specialized for specific purposes. For example, a search

result can be enhanced with appropriate summary sentences. Given a search term,

the appropriate email results can be displayed. Along with these results the appro-

priate summary sentences that are also pertinent to the query term can be displayed

with each search result. This will allow the user to find the correct email even if

the subject line is not very revealing or the query term is not entirely accurate or

specific.

It can be seen that there are many different uses for email summarization that

are not always straight forward. A particular user’s needs determine the appropriate

way to use email summarization.

1.2 Supervised Machine Learning Email Thread
Summarization

In this thesis we present a method of summarizing email threads. Email threads

are of particular interest to summarization because they contain a great deal of

structural redundancy due to their conversational nature. Because there are many

emails, the amount of text in the thread also tends to be long which leads itself to

summarization.

Given an email thread our algorithm creates an extractive summary, which

means a chosen subset of sentences from the original email thread. Each sen-

tence receives an importance score and only the most important are selected. We

use a trained machine learning algorithm to assign this importance score. In order

for this to work, we need a dataset of email threads where the important summary

sentences have already been labeled. Since there was no previously publicly avail-

able dataset to do this, we labeled part of the W3C email threads for important
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sentences.

In this thesis we describe the process of annotating a new corpus, or dataset,

for email summarization. We then create a new summarization framework that

takes advantage of continuous training data labels. We test this summarization

framework with different feature sets and classifiers to find the best summarization

algorithm.

1.3 Outline of the Thesis
The thesis is divided into five chapters. The first chapter, this one, introduces the

nature of the work and provides the motivation. The second chapter provides the

background in the field of summarization and introduces the work upon which this

is built. In Chapter 3 we describe the new BC3 corpus and the effort and method

of building it. In Chapter 4 we introduce and test our summarization framework.

Finally in the last chapter we conclude by recapping the achievements of our work.

The bibliography and appendix are at the end of the thesis.

1.4 Contributions
As a preview we will outline the specific contributions of this thesis:

• Email corpora are rarely released to the public due to privacy concerns. This

is a critical problem that makes email research especially difficult. Further-

more in the field of email summarization, there were no publicly available

annotated corpora at all. For this reason we have taken one of the few avail-

able email datasets and provided annotations for summarization and other

activities. We annotated the email threads with both abstractive and extrac-

tive summaries. We also annotated additional sentence features including

speech acts, meta sentences, and subjectivity. For this annotation, a web in-

terface and database was also created. Both the corpus and the annotation

software have been made publicly available.

• Based on human judgments, it is not clear that there is a single best sum-

mary for a given email. Yet previous machine learning summarization meth-

ods have used binary labels in their training data. That means that sentences
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were either included or not, black or white. In our method the training label

for each sentence is the average score from several annotators. We then do

regression on the training data. In this way the importance score assigned in

the summarization process is also continuous and allows for variable length

summaries. The highest scoring sentences are added to the candidate sum-

mary until the summary length is met. The scores are normalized by length

to create the best summary for a given word limit. The final step also elimi-

nates redundant sentences from the summary.

• There has not been a comparison of different classification algorithms for

machine learning-based email summarization. We have therefore created a

framework where we can test various different classifiers. We use regression

algorithms since we are training on a continuous class. To justify the switch

to a continuous framework, we compare classifiers to regression algorithms.

Then we also compare various regression algorithms to themselves. We find

that bagging with regression trees and gaussian processes works the best, but

that bagging can be computed much faster.

• We have expanded the feature set beyond a base class of features that have

previously been used in email summarization [42]. We introduce other fea-

tures that email researchers have tried to label before, but that have not been

used for email summarization. For example we used speech acts as labels

for email summarization. Since emails are conversations, certain speech acts

usually contain important information (e.g., request or commit). We used

both automatic speech act annotation tools as well as manually annotated

speech acts as features in our summarization algorithm. By drawing from

work in related fields, we included meta sentences which have been shown to

be very useful in meeting summarization [38]. We have also included subjec-

tivity as it improved summarization quality in another email summarization

approach [8]. We found that speech acts, meta sentences, and subjectivity

are all very useful features, but that the automatically annotated speech acts

did not improve weighted recall significantly.
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Chapter 2

Related Work

2.1 Summarization
The goal of text summarization is to provide the critical meaning of the text in a

concise form. Given the amount of textual information available, automatic sum-

marization would significantly speed up information uptake by the reader. It has

been the goal of many researchers to create such automatic summarization tools.

One of the first attempts to create such summaries dates back a literature ab-

stract creator by Luhn [32]. The program analyzed the frequency of the words in

the literature to determine which sentences were the most important. This program

was able to summarize New York Times articles by picking sentences with high

occurrences of significant terms. This work was the beginning of the field of text

summarization, which has now branched out into many more specific applications.

The different approaches can be categorized by several distinct dimensions which

are all described in detail in the following sections.

2.1.1 Extractive vs. Abstractive Summarization

There are two types of summarization: extractive and abstractive. The program

created by Luhn [32] was an example of an extractive summarizer. An extractive

summarizer segments the document into sentences and then chooses the most im-

portant sentences for the summary typically by examining the extracted sentence

features. In this way a summary can be created without having to generate new
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sentences and therefore without the necessity of a syntactic level understanding.

Edmundson [20] further elaborated on the extraction work done by Luhn by

including pragmatic words, title words, and structural indicators. These new com-

ponents were proven to work better than just using high-frequency content words

as done in previous extraction work.

An abstractive summary is a rewritten form of the original text. It expresses the

same ideas in a shorter form. One way to do this is to provide a template for what

kinds of information is wanted in the summary. For example a summary template

for an election might be, in what country the election was held, what position was

being voted for, who or which party won and by how much, and the date for the

election. The system can then collect these pieces of information and create an

abstractive summary. This method, proposed by DeJong [16] in 1982, was the first

attempt at abstractive summarization to the best of our knowledge.

Another approach to abstractive summarization is to try and syntactically parse

the text and then prune off unimportant fragments in the syntax tree. This approach

was originally proposed by Knight and Marcu [28] to compress sentences in news-

paper articles.

Abstraction tends to be a much more complicated task than extraction as it

typically requires deeper understanding of the sentence’s semantics. Extractive ap-

proaches have been more common as they rely on information that can be more

easily extracted from text (e.g. word counts, position of the sentence in the doc-

ument). Abstractive approaches that rely on templates are also domain dependent

while this is not true for extractive approaches. Furthermore it has been shown

that at least in the domain of news, extractive summaries are more effective than

abstractive summaries [36]. In this thesis we focus on extractive summarization

by choosing the most informative sentences using extracted sentence features and

annotated training data.

2.1.2 Informative vs. Indicative Summarization

The intended use of a summary is important for its creation. An informative sum-

mary contains all the salient information in the original document and omits all the

unimportant parts. The informative summary is meant to replace reading the orig-
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inal document. An indicative summary on the other hand has a different purpose.

It is meant to help users to find out whether the original document might be useful

to them. Therefore it introduces the topics and theme of the document, but it does

not give away the actual details.

The tradeoff between informative and indicative summaries is explored in the

work by Kan et al. [26], where both indicative and informative summaries are

created for documents in the medical domain. They decided to present both of the

summaries since informative summaries are good for users browsing a particular

topic and trying to learn more about it and indicative summaries are good for users

who are trying to find a document that answers a particular question.

We have chosen to focus on informative summarization as we want to give a

user a quick overview of an email conversation. This can be good for someone

who is trying to get up to speed with their co-workers’ discussion. It can also be

used to highlight sentences, and therefore let the user understand the information

in the email by just reading the highlights.

2.1.3 Single-Document vs Multi-Document Summarization

Summaries can be over just a single document or a collection of documents. The

vast numbers of online documents make multi-document summarization ever more

important. The multi-document summaries take the relationships between all the

documents into account. In an early attempt at multi-document summarization

[35], many news articles were summarized together. In multi-document summa-

rization the issues that have to be solved include redundancy reduction, identifi-

cation of the differences in the documents, and coherence due to possible topic

shifts.

Redundancy reduction has been performed using MMR (Maximal Marginal

Relevance) [5]. In this technique a candidate sentence is compared to the sentences

already chosen and if it is too similar it is discarded. Finding the differences in

documents and maintaining coherence are still open research problems.

MEAD is a summarization framework that can handle both single-document

and multi-document summarization [41]. The framework performs extractive sum-

marization on a collection of documents. It consists of three different components:
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a feature extractor, a classifier, and a reranker. MEAD first segments the original

text into sentences. Then the feature extractor converts each sentence into numeri-

cal values, called features. These include sentence length, position of the sentence

in the document, and the occurrence of different words in term frequency vectors.

In the second step, these features are fed into a classifier which assigns an impor-

tance score for each sentence. Finally the reranker adjusts these scores to reduce

redundancy in the final summary. The highest scoring sentences are then selected

for the summary. The MEAD framework gives researchers the ability to change

any of the three components to try out different summarization techniques. We

have used it structure our summarization software.

In our approach we conduct multi-document summarization since we choose

to summarize an entire email thread where each email is considered a single docu-

ment. Most single emails can be read entirely without too much trouble. However

summarization is very useful when having to read an entire conversation’s worth of

email. By summarizing an email thread, we can take advantage of the information

contained in the conversation structure.

2.2 Machine Learning
Machine learning is the process of using observations to build predictions and a

course of action for the future. The observations from the real world are often

noisy, and deterministic models do not take the possibility of an error in observation

into account. Therefore the field of statistical machine learning was introduced to

create a model of the world using probabilistic inference [19].

2.2.1 Supervised vs Unsupervised

Machine learning can either be supervised or unsupervised, depending on whether

labeled training data or unlabeled training data is supplied. One form of unsu-

pervised machine learning is clustering, where the data is divided into a num-

ber of clusters. A classical method for doing such clustering is the expectation-

maximization (EM) algorithm [17]. The algorithm first estimates the possible po-

sitions of the clusters. Then it calculates the likelihood of these positions given the

data. The process iterates until it converges.

8



Supervised approaches have labeled training data. This means that annotation

is required before the algorithm can be trained. Supervised approaches are usu-

ally used to do classification or regression. One example of supervised learning

is handwriting recognition [46]. Here handwritten letters are scanned and labeled

with the correct letters. Then a classification algorithm is trained on this data so

that newly written letters can also be recognized.

2.2.2 Classification

One of the questions asked in probabilistic inference is, ”Given a new observation

described by a set of features, how does it fit into the model of the environment

that has already been built?” It is therefore a classification task among the different

possibilities in the model. Classification is therefore closely related to learning.

Naive Bayes is one of the oldest and simplest classification techniques. Its ap-

plication to machine learning was first explored by Duda et al. [19]. It is naive

because it assumes independence of the different features given the class label.

However it is simple to build and has had remarkable success even if the indepen-

dence assumption is not met [18].

More advanced classification techniques include neural nets [1] and support

vector machines [15]. Neural nets are inspired by the human brain which uses

billions of neurons that are interconnected to make decisions. A neural net consists

of several layers of artificial neurons that are interconnected at each level. If an

artificial neuron receives a signal stronger than its threshold, it fires and passes its

signal to all the artificial neurons it is connected with. The strength of each of these

connections can be changed by using weights. The algorithm adjusts the weights

of the connections as it learns.

Support vector machines use the idea of kernels to separate the data into a

positive side and a negative side for classification [15]. The original feature space is

transformed into a higher order dimensional space using kernels such that a single

hyperplane can separate the positive data from the negative data. This hyperplane

is held in place by the ”support vectors” which are the data points closest to the

hyperplane. The placement of the hyperplane is found by maximizing the distance

between the hyperplane and the closest positive and negative point.
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Weka is is a collection of machine learning software for data mining tasks [48].

It provides implementations of many different machine learning algorithms. This

is a great tool for trying out different classifiers without having to code all of them.

It is written in Java and open sourced so that researchers can add their own imple-

mentations as well. We use Weka for the implementation of our classification and

regression algorithms. In this thesis we will compare the performance of different

classifiers that can be used to extract summary sentences.

2.2.3 Meta Classification Techniques

Meta classification techniques can boost the accuracy of classifiers by increased

computation. The classification is repeated several times with a change in the train-

ing set. Then a final result is produced from all the different classifiers. Two of the

most popular meta classification methods are bagging and boosting.

Bagging stands for bootstrap aggregating which improves the accuracy of un-

stable classification algorithms [4]. Unstable classification algorithms create esti-

mators with high variance which means small changes in the features create differ-

ent classification labels. It does this by bootstrapping the training set to produce

many different training sets from a subset of the original training data. This means

that each resulting training set contains several copies of different values in the

original training set. Many different classifiers are then trained on the bootstrapped

training sets and a majority vote is taken at the end to determine the final classifi-

cation. The classification repetition using slightly different training sets makes the

results of unstable classifiers much more robust.

Boosting is also a meta classification approach which improves the accuracy of

classification algorithms by increasing their confidence margins [22]. In boosting

each data point in the training set is assigned a weight which determines the number

of duplicates present. In the beginning this weight is 1 for all data points. The

classifier is then trained iteratively with the weights adjusted at the end of each

iteration. The misclassifications or data points with low confidence at each step are

the ones that get their weights increased for the next step. In this way the algorithm

is putting more emphasis on the data points which were misclassified in the last

round. The final classification is the result of a vote of the classifiers built at each

10



iteration step.

It might seem strange that boosting keeps improving its accuracy with more

iterations even though no new data is added to the classifier. The reason for this

is that with each iteration the algorithm becomes more confident in its vote, or

margin, for classifying each data point because a new vote is added in each iteration

that focuses on the data points with the lowest margin [43].

Extractive summarization lends itself well to machine learning. The text can

be separated into sentences and then the problem becomes a classification task

on sentences. Machine learning algorithms can be trained to select sentences for

extraction given features for each sentence. In this way machine learning can be

used for summarization.

2.3 Email Summarization
Email is an especially useful case for summarization since most people are bom-

barded with many emails each day. By using sentence extraction in different ways,

the process of managing one’s email folders can be eased. For example sentence

highlighting allows users to skim an email by reading the most important sentences.

Alternatively a generated summary can make it easier to access email on the small

screen of a mobile device.

Previous efforts in email thread summarization have adopted techniques de-

veloped for general multi-document text summarization and applied them to email

summarization by including email specific elements. Approaches have included

unsupervised and supervised machine learning.

2.3.1 Unsupervised Extractive Email Summarization

Unsupervised techniques can automatically summarize emails without the need of

any prior training. This is useful as it does not require a large annotated dataset

to train from. The Clue Word Summarizer [7] is one such unsupervised approach

which takes advantage of the email thread structure when creating summaries. The

email thread structure is analyzed and a fragment quotation graph is created by

dividing emails into smaller fragments if only part of the email is quoted in the

conversation. The sentence importance is based on clue words which are words
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that appear in semantically similar form in the parent or child nodes of the current

fragment in the fragment quotation graph.

Wan and McKeown [47] worked on a more specific problem which was finding

the topic of an email conversation. The topic was then summarized using the most

descriptive sentence for the topic. The approach used term frequency vectors and

SVD to find the different and most important topics. Heuristics were finally used

to fine tune the system.

The advantage of unsupervised approaches is that they do not need a train-

ing dataset. However because they do not have this additional information, many

supervised approaches can outperform unsupervised summarization methods.

2.3.2 Supervised Extractive Email Summarization

Supervised machine learning has previously been used successfully to summarize

email threads [42]. This work focused on feature selection for the purpose of email

summarization. Traditional features used in text summarization (e.g. document

position, length, and centroid similarity) were compared to conversation and email

specific features (e.g. subject similarity, number of recipients, and number of re-

sponses). It was found that email and conversation specific features improved re-

call and precision significantly compared to general text features. For the sentence

extraction, Ripper [12], a binary rule-based classifier, was the only algorithm that

was used.

Creating good summaries involves more than just picking the correct sentences

from the original text. Sentence order and coherence is also important. For example

Shrestha and McKeown [45] detect question-answer pairs in email conversations

using trained classifiers. Standard text features (e.g. length, cosine similarity) and

email thread features (e.g. number of intermediate messages, ratio of number of

messages sent earlier in the thread). Ripper was then used to identify question-

answer pairs. McKeown et al. [37] use this to augment the Ripper based extractive

sentence summarizer with additional sentence to improve coherence. If an answer

is included in the summary then the complementary question is added as well, and

vice-versa.

Another summarization technique by Zajic et al. focused on sentence com-
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pression [49]. They apply syntactic compression rules to a parse tree of the email

text. Given an email thread, they try a multi-document summarization approach as

well as a single document summarization approach, finding that the email thread

structure is important and therefore the multi-document approach fares better.

Corston-Oliver et al. [14] studied how to identify ”action” sentences in email

messages and then rewriting them as action-item summaries. They used an SVM

with a linear kernel to identify sentences containing a task. The sentences were

then rewritten into a task oriented imperative and populated into the Outlook ”to-

do” list. They performed sentence extraction, but by then rewriting the sentences,

their approach moves towards abstractive summarization.

Most summarization approaches still focus on extraction. There have been

some abstractive approaches, but even those have not been true abstraction. True

abstraction means recognizing sentences which constitute something new and re-

placing them with the new text which is not found in the original document [40].

Due to the maturity of the field, we therefore use supervised extractive summariza-

tion for our summarization system as outlined in Chapter 4.

2.3.3 Features to Describe Email Sentences

When using statistical machine learning, in order to effectively describe email sen-

tences, many information rich features are needed. Some research has therefore

focused on a subset of the overall summarization goal, which is creating sentence

specific features.

Carvalho and Cohen [11] focus on automatically labeling emails as different

speech acts. They use machine learning to classify emails based on unweighted

bag of words and bigrams as features. For these speech act labels to be useful in

extractive email summarization, a higher granularity of labels at the sentence level

is needed.

Rambow et al. [42] use standard text base features such as sentence position,

length, centroid similarity, and tfidf sum. Then they added conversation specific

features such the position of the email in the email thread. Finally they added

email specific features such as subject similarity, the number of responses, and

the number of recipients. In their work they compare these different classes of
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features and their results show that email specific features did significantly improve

summarization performance.

Carenini et al. [7] apply the clue words feature as the main tool for summa-

rization. As was described in Section 2.3.1 clue words are words that appear in

semantically similar form in the parent or child nodes of the conversation graph.

These words are used as a feature to represent the importance of each sentence.

In this thesis we combine and compare all these different feature sets. As a

baseline we will use all the features used by [42]. Then we combine features from

Carvalho and Cohen [11] and Carenini et al. [7].

2.4 Datasets / Corpora
Datasets of actual email conversations are needed for training (in supervised ap-

proaches) and testing. To be useful for research an email summarization the email

conversation need to be annotated, in the sense that important sentences have been

labeled by human annotators. The more data is available the better the algorithms

can perform and the results of the evaluations become more accurate. The follow-

ing datasets have been used in related work. Datasets can also be called corpora.

2.4.1 Public Availability of Corpora

It is often very difficult to get access to real email conversations as the use of per-

sonal emails is a privacy concern. Even if the emails are anonymized, the content

of the email conversations can still be revealing. For these reasons there are not

many publicly available corpora for email research. Often when researchers get

access to emails for research it is under the condition that they do not make the

actual emails publicly available such as in the Columbia corpua. However there

are a few corpora that are publicly available such as the Enron Corpus.

The Enron Corpus

The Enron dataset was released after the legal investigation into the Enron corpora-

tion [27]. This is an invaluable dataset since it contains uncensored messages from

a corporate environment. The dataset contains over 30,000 threads, but they end

up being rather short with an average thread size of just over four and a median of
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two.

The Columbia Corpus

The Columbia corpus contains 96 email threads from the members of the board of

the ACM student organization at Columbia University. Most of the emails regarded

planning events for the student association. Each thread contains an average of 3.25

email [42]. This corpus was not publicly released.

2.4.2 Annotation

In order for email corpora to be used for training and testing, they have to be

annotated for email summarization. Usually this means that important sentences

need to be marked by humans in order to evaluate the generated summaries. More

details on this will be presented in Section 2.5.

Previous work on corpora annotation has been done in the meeting domain.

The AMI corpus was created by simulated business meetings that were later anno-

tated [9]. Multiple annotators labeled gestures, name entities, topic segmentation,

and summarization. These annotations can be used for training machine learning

techniques and to better understand the dataset. The annotations were made pub-

licly available as stand-off XML.

The Enron Corpus

Part of the Enron corpus was annotated for summarization at the University of

British Columbia. The annotations have not been released.

From the Enron corpus, 39 email threads were selected from the 10 largest

email inbox folders such that each thread contained at least four emails. These

email conversations were annotated using manual sentence extraction. The 50 an-

notators that were recruited for the study were undergraduates and graduate stu-

dents.

Each annotator had to summarize four email threads by selecting which sen-

tences to include. Each thread was therefore annotated by five annotators. The

annotators were asked to pick 30% of the original sentences such that the summary

contained the overall information in the email and could be understood without
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referencing the original email thread. Sentences were labeled as either essential or

optional, where an essential sentence is vital to the understanding of the summary

and an optional sentence elaborates on the meaning of the conversation but is only

included if there is space in the summary.

The Columbia Corpus

Two annotators were told to each write summaries for each thread in the Columbia

corpus. The summaries were supposed to be 5%-20% of the original length with

a maximum of 100 lines and the annotators were instructed to write in the past

tense, use speech-act verbs, and embedded clauses [42]. These hand written sum-

maries were then used to find the important sentences in the original documents.

SimFinder [23] was used to find the similarity between each sentence in the sum-

mary and each sentence in the corresponding thread. The highest similarity score

for each sentence in the email thread is used. A threshold is set and any of the

sentences with a score above the threshold are included and the others are not. The

threshold is set so that about 26% of the sentences are included.

2.5 Evaluation Metrics
Evaluating summaries is tricky as there is no single best summary that human

judges can agree on. Because it is time-consuming and expensive to have human

judges rate summary output or to do extrinsic tasks, the development of automatic

metrics that predict these external measures is crucial. Different methods have been

proposed that try to deal with these issues.

One evaluation method is ROUGE [30], which was created to automatically

be able to compare summaries. Therefore human generated gold standards are

needed for comparison with the automatically generated summaries. ROUGE is

a collection of several different n-gram comparisons. The bigram based compari-

son has been shown to correspond well with human evaluations of newswire data

summaries and is being used in the Document Understanding Conference [30]. Be-

cause there is no single best summary, multiple reference summaries are usually

used as a gold standard.

The ROUGE evaluation metric was created for newswire data. It has not been
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shown to correlate well with human evaluations in the meeting domain [31], which

is similar to emails in informality and conversational nature. We have therefore

chosen to use another evaluation metric.

The pyramid method [39] is a different evaluation approach which relies on the

fact that there is no single best summary. A set of gold standard summaries written

by human annotators is needed. These summaries, also called model summaries,

are then analyzed and divided into summary content units (SCU) which are not

larger than a clause and are repeated throughout the summaries. The SCUs are

then arranged in a pyramid where each level represents the number of times the

SCU occurred in the model summaries. For a given length, the optimal summary

then contains the SCUs from the highest tiers possible. A given summary is scored

according to the tiers of the SCUs the summary contains. The pyramid score is the

ratio of the given summary divided by the score of the optimal summary.

The fact that a single best summary does not exist is important for evaluation.

Since we are evaluating extractive summaries we haven chosen to use a simplified

version of the pyramid method, called weighted recall, which can use sentence

indexes instead of SCUs.

17



Chapter 3

The British Columbia
Conversation Corpus (BC3)

Corpora, or datasets, are fundamental for evaluation, as well as training data in

statistical machine learning. Research in email summarization has suffered from a

lack of publicly available annotated email corpora because releasing email datasets

has many privacy concerns. In this chapter we describe our attempt to tackle this

problem. We developed a new email corpus that was annotated for summarization

and publicly released. We call it the British Columbia Conversation Corpus (BC3)

because it was annotated at the University of British Columbia, and although we

started by annotating email threads, we plan on expanding it to other conversations,

such as online chats and blog discussions. An annotation framework was also

developed in the creation of the corpus to allow annotators to easily summarize

and label the email threads.

3.1 The Need for an Annotated Corpus
While researchers in email summarization ideally want to work with realistic,

large, and richly annotated data, privacy concerns mean that large collections of

real email data cannot typically be shared. This has left the field with each re-

searcher training and testing her new approach on her own dataset making compar-

isons across different approaches extremely difficult. Also with this lack of large
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public datasets comes the risk of overfitting algorithms to the limited available data.

We believe that a public email corpus, complete with summarization annotations

for training and evaluation purposes, would greatly benefit the research community.

3.2 Available Email Corpora
Below we describe several relevant datasets that are publicly available, and assess

their suitability for further annotation and research.

3.2.1 The Enron Corpus

The most popular email corpus for research has been the Enron dataset [27], which

was released during the legal investigation into the Enron corporation. This is an

invaluable dataset since it contains uncensored messages from a corporate environ-

ment. Because this corpus consists of real, unaltered data, there were initially in-

tegrity problems that needed to be fixed. The dataset contains over 30,000 threads,

but they end up being rather short with an average thread size of just over four

and a median of two emails. The dataset consists of employee’s email folders, so

it is also an accurate depiction of how users use folders. The Enron corpus is the

most widely used email corpus in research. Researchers have used it for a variety

of purposes: to create automatic email foldering [3], visual data mining [24], and

organizational social network discovery using emails [44].

3.2.2 TREC Enterprise Data

In the TREC Enterprise Track1, the task is to search through an organization’s

multimodal data in order to satisfy a given information need. Organizations often

possess a great variety of data, from emails to web pages to spreadsheets and word

documents. Being able to search, summarize and link these documents can greatly

aid corporate memory. In recent years, TREC Enterprise has used two multimodal

datasets for Question-Answer (QA) tasks: the W3C corpus and the CSIRO corpus.

1http://www.ins.cwi.nl/projects/trec-ent/
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The W3C Corpus

The W3C corpus is data derived from a crawl of the World Wide Web Consor-

tium’s sites at w3c.org. The data includes mailing lists, public webpages, and text

derived from .pdf, .doc and .ppt files, among other types. The mailing list subset

is comprised of nearly 200,000 documents, and TREC participants have provided

thread structure based on reply-to relations and subject overlap. There are more

than 50,000 email threads in total. W3C data has been annotated for QA topic

relevance for use in TREC Enterprise 2005 and 2006.

The CSIRO Corpus

Subsequent to TREC 2006, TREC Enterprise began using similar data from the

Australian organization CSIRO. Because the QA topics and relevance annotations

were drawn up by CSIRO employees themselves rather than by outside annotators,

this dataset and annotation together represent more realistic information needs.

However this data does not include any mailing lists and therefore contains no

emails [2].

3.2.3 PW Calo Corpus

As part of the CALO project2, an email corpus was gathered during a four-day

exercise at SRI, in which project participants took part in role-playing exercises

and group activities. The resultant PW Calo corpus [13] totals 222 email messages.

The dataset also includes correlated meeting recordings, but currently the corpus is

unfortunately not freely available.

3.3 The Chosen Corpus: W3C
Our goal has been to release an annotated corpus for email thread summarization.

We wanted to do the annotation work, but we needed to choose a corpus to anno-

tate. Out of the possible corpora listed above, The PW Calo corpus was not freely

available and the Enron corpus had already been partially annotated [7]. This left

the W3C corpus.

2http://caloproject.sri.com
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One possible limitation of using the W3C corpus for email summarization is

that summarizing mailing lists can be considered to be a slightly different task than

summarizing emails from a user’s inbox. In the latter case there will be missing or

hidden data that can sometimes be reconstructed [6], while this is much less of an

issue with a mailing list. Mailing lists might also not be as personal as an email

going out to only one person.

An advantage of using the W3C corpus is it’s size of 50,000 email threads.

Even though we are annotating only a small portion of the mailing list threads,

having a very large amount of related but unannotated data could prove very ben-

eficial for the development and refinement of summarization systems. Though

much of the W3C email data is very technical, we ultimately chose 30 threads that

were somewhat less technical than average, so that the annotators would face less

difficulty in making their summarization annotations. An additional criterion for

selecting these threads was that they are sufficiently long to justify being summa-

rized. The average number of emails per thread in this subset was just under 11,

and the number of participants per thread was just under 6.

Before the data was annotated, some pre-processing was needed. Because the

automatic sentence segmenters we applied yielded sub-optimal results on email

data, we carried out manual sentence segmentation on the relevant emails. We also

formatted the emails so that all quoted text is in the same format, preceded by one

or more quote brackets, e.g. >>.

3.4 Previous Email Thread Annotations
The Enron corpus has previously been annotated for summarization [7]. A subset

of threads were selected, and important sentences were ranked by annotators in a

user study. Each thread was summarized (using extraction) by 5 annotators which

were asked to select 30% of the original number of sentences and label them as

essential or optional. Each sentence was then given an overall importance score

based on the combined annotations. An essential sentence carried three times the

weight of an optional sentence. Using several annotators is assumed to produce

a more meaningful result by diminishing the effect of individual differences. 39

threads were annotated in this way to produce a corpus for evaluation.
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Annotated Property Properties
Abstractive summary 250 word limit
Original sentence links At least one link per abstractive sentence
Extractive summary Binary label for inclusion
Speech Acts At the sentence level and not mutually exclusive
Meta Sentences
Subjective Sentences

Table 3.1: The different annotations for the BC3 corpus. Three annotators
were used per email thread.

This annotation was targeted towards extractive summarization and it is un-

clear how it could be used with an abstractive summarization technique. It also has

several arbitrary restrictions including the requirement of 30% sentence selection

as well as only two choices for sentence importance. Annotators had to label sen-

tences as either non-important, optional, or essential. The weight of an essential

sentence compared to an optional sentence was also somewhat arbitrary. Annota-

tors might have had a different conception of what is an optional sentence and an

essential sentence. However the annotator’s directions were straight-forward and

the annotation of selecting sentences was easier for the annotator than writing a

summary from scratch as we have required in the BC3 annotation.

3.5 The BC3 Annotation
In our annotation, we wanted to perform a more thorough annotation than previ-

ously done in other email summarization projects. In BC3 the email threads have

been annotated both for abstractive and extractive summarization. Sentences have

been labeled with different features that can be used for training machine learning

summarizers. The annotation of each thread includes a written abstract summary

where each sentence in the summary is linked to an original sentence in the email

thread that contains highly similar content. Furthermore for each thread an ex-

tractive summary has been annotated by selecting a subset of original sentences.

We annotated both kinds of summaries so that this corpus can be useful to both

researchers performing abstractive summarization and those performing extractive
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summarization (or a combination of the two).

The links between the abstractive summary and the sentences in the thread re-

quire a little more explanation. These links are specified by the annotator between

each human written sentence and corresponding extracted sentences containing

highly similar information. In exceptional cases we allowed the annotators to pro-

vide no links after a summary sentence, but this was a rare occurrence. The links

show the transformation of each idea from the original text to the corresponding

summary sentence. By having to form these links after the summary was written,

it makes the annotator justify both their extractive choices as well as their written

summary. These links can be very useful in evaluating extractive summaries gen-

erated by a system: The more the sentences selected by the system are linked to

sentences in the human written abstract the better. Such an annotation approach

has been used in the ICSI [25] and AMI [9] corpora in meeting summarization.

For use in machine learning summarization systems, the corpus is also labeled

with additional binary features at the sentence level. These include speech acts,

meta sentences, and subjectivity.

3.5.1 Speech Acts

Taking the original work of Carvalho and Cohen [11] as inspiration, we decided to

annotate speech acts in the new corpus. In their original work, emails were clas-

sified as Propose, Request, Commit, Deliver, Meeting, and deliveredData. These

categories are not mutually exclusive. The intuition is that sentences expressing

these speech acts tend to be more important ones for summarization. For our an-

notation we used a subset of the original speech acts that are considered the most

informative. The BC3 annotation consists of the following categories: Propose,

Request, Commit, and Meeting. A Propose sentence proposes a joint activity; a

Request asks the recipient to perform an activity; a Commit sentence commits the

sender to some future course of action; and a Meeting sentence is regarding a joint

activity in time or space. Deliver is excluded because most emails deliver some

sort of information and deliveredData is excluded because attachments or hyper-

links can be automatically parsed from an email message, so they do not need to

be annotated for.
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The order of these annotations also becomes interesting in summarization, as

can be seen in the work by Carvalho and Cohen [11]. If a request is chosen as an

important sentence then the corresponding commit should also be included in the

summary. This sequential relationship can be obtained from the email ordering in

the threads.

3.5.2 Meta Sentences

In work on automatic summarization of meeting speech, Murray and Renals [38]

made use of meta comments within meetings. Meta comments are sentences where

a speaker is referring explicitly to the meeting itself or to the discussion itself,

e.g. “So we’ve decided on the user interface.” They found that including these

comments in meeting summaries improved summary quality according to several

metrics. In order to verify whether a similar benefit can be found in email summa-

rization, we have enlisted our annotators to label sentences as meta or non-meta,

where a meta sentence refers explicitly to the email discussion itself. These fea-

tures have proven to help email summarization as can be seen in Section 4.4. We

hypothesize that the detection of such sentences will also aid the coherence of our

extractive summaries.

3.5.3 Subjectivity

We also chose to label subjective sentences as subjectivity was found useful for

email summarization [8]. The label Subj means that the writer or speaker is ex-

pressing an opinion or strong sentiment. The sentence reveals the so-called ”pri-

vate state” of the writer. In more technical terms, a subjective sentence is when an

experiencer holds an attitude towards a target. The attitude can be positive, nega-

tive or neutral. A sentence is only labeled as subjective if it reveals the private state

of the writer and NOT when the writer is reporting someone elses private state. If

a writer feels strongly about something, it can be an indication that the sentence is

important.
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Figure 3.1: Imported emails automatically get parsed into fields and their
sentences get segmented.

3.6 The Annotation Framework
A web based interface was created for the annotation. This is convenient for the

annotator whose job of selecting and labeling sentences is made easier. It is also

good for the researcher since the data is automatically compiled and ready to use

for research purposes. The interface that was created is a web database application

written in Ruby on Rails which processes the original emails and records the an-

notation results. The researcher can import emails in raw source or XML format
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and the application then parses the header fields. Figure 3.1 shows how the system

parsed an imported xml file. The researcher can verify that the parsing is correct

before the data is written to the database. The researcher then combines the emails

into the threads that need to be summarized. This database of emails can then be

used to run annotation studies. The researcher selects which threads should be

summarized by the current annotator and then starts the annotation study. Now the

researcher is logged out of the web application for security purposes and the anno-

tator can take over to perform the annotation. The results are stored in an MySQL

database which can transform the results to the format needed by the researcher.

The researcher can also log in and view past results from previous annotators. The

interface therefore allows for complete control over the annotation process. This

framework is made publicly available as described in Section 3.9.

3.7 The Annotation Study
We annotated 40 different email threads that we selected from the W3C corpus.

Each thread was annotated by three different annotators to reduce overall subjec-

tivity. The annotation study was run on individual computer stations and annotators

were supervised by researchers. The study consisted of two steps: a thread sum-

marization step producing both an abstractive and an extractive summary, followed

by a sentence feature labeling step.

First the annotators were asked to fill out a profile of their personal informa-

tion and given instructions on how to annotate. These instruction can be viewed in

Appendix B. Before the annotator started with annotating actual threads, a sample

thread was annotated for practice. The annotation started with the email thread

being displayed allowing each email to be collapsed for navigational ease. The an-

notator was expected to read the entire email conversation to become familiar with

the content. In the first stage annotators were asked to write a 250 word summary

describing the information contained in the email thread. This summary length was

chosen because it matches the length of the DUC2007 human written model sum-

maries in the main summarization task [34]. The annotation webpage can be seen

in Figure 3.2 where the annotator wrote the summary in the text box on top while

referencing the email thread below. Then each sentence in the written summary
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Figure 3.2: Summarizing the email thread with both abstractive and extrac-
tive summaries.

was linked to at least one original sentence with highly similar content. The anno-

tator did this by putting the corresponding sentence numbers behind each written

sentence. Annotators were then asked to create an extractive summary by selecting

important sentences from the original text. The interface shown in Figure 3.2 al-

lows the annotator to click any of sentences in the original text to indicate that they

are important. There were no restrictions on the number of sentences which had

to be extracted. Extracted sentences did not necessarily have to be linked nor did
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Figure 3.3: Annotating the email thread for speech act and meta features.

linked sentences have to be extracted. After the annotators created the summaries,

they were asked to label additional binary features for each sentence. These were

meta sentences, subjective sentences and speech acts which included: Proposal,

Request, Commit, and Meeting. Figure 3.3 shows how were able to click on the

varies labels next to the sentences to label them. By going through all the steps we

just described, the user created an abstractive and an extractive summary with links

between them as well as additional labeled sentence features.

The study was performed with 10 annotators who each annotated 12 different
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threads. The annotators were undergraduate and graduate students as well as other

people affiliated with the University of British Columbia. Some of their areas of

study included History, English, Philosophy, and Computer Science. We chose

annotators with diverse backgrounds so that the summaries would not be biased

in that respect. Annotators were screened to have satisfactory writing skills by

submitting a paragraph describing their current occupation. The work was spread

over several days and the annotators were be compensated for their work. The

supervising researchers were certified to perform user studies on humans according

to the Tri-Council Policy Statement. My certificate can be seen in the appendix A.

3.8 Corpus Statistics
In this section we present some statistical details about the BC3 corpus. This in-

formation should provide a more in depth understanding of the BC3 corpus.

Three annotators annotated each thread. There was a total of 10 different an-

notators that each did 12 annotations. The annotation of a thread took about 30

minutes and the annotators therefore worked in several sessions. As can be seen

in Table 3.2, the email threads that were picked to be included in this corpus were

fairly long with over six emails on average. We chose longer conversations to

increase the need for summarization. Longer conversations are also more interest-

ing because there is much more of a conversation structure than in a two message

email thread. The summaries that were extracted had an average length of 17.5%

of the original number of sentences. No guidelines were given on summary length.

Therefore this is the length that annotators felt was appropriate. With shorter email

threads, summaries would consist of only a couple of sentences or they would not

maintain the same summarization ratio.

Annotators do not always agree on what an ideal summary should be [39]. For

this reason we used three annotators per thread. To show how much these three

annotators agreed, we use the Kappa statistic [21]. The coefficient is a statistic for

inter-rater agreement. It is calculated as follows:

κ =
P̄− P̄e

1− P̄e

This is Fleiss’ kappa which measures reliability of more than two annotators.
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Corpus Statistic Values
Number of Threads 40
Annotators per Thread 3
Average Length of Threads 6.425 Emails
Average Length of Threads 80 Sentences
Average Words per Thread 792 Words
Average Abstract Summary Length 122 Words (15.4% of original words)
Average Extractive Summary Length 14 Sentences (17% of original sentences)

Table 3.2: Various statistics on the BC3 corpus.

P̄ represents the average inter-rater agreement. Kappa takes chance into account,

which is represented by P̄e. By subtracting out P̄e, we are left with the percent

agreement above chance. The kappa values calculated for all the different anno-

tations can be seen in Table 3.3. In the BC3 corpus, the annotators had a kappa

agreement of 0.50 for the extracted sentences. The kappa scores ranged from 0.21

to 0.55 for the binary annotated sentence features. In summarization low kappa val-

ues can be expected, since summarization is very subjective. However the guide-

lines for the sentence labels (speech acts, meta, and subjectivity) could be more

tightly defined in an effort to increase kappa values. In their work of classifying

requests and commitments, Lampert et al. [29] received higher kappa values in the

range of 0.63 to 0.87. However they only used two annotators which were both pro-

fessors of Computer Science and they also generalized different types of requests

and commitments to come up with these kappa values. Nevertheless, it should be

noted that high kappa scores do not always imply a good feature. Meta Sentences

have the lowest kappa agreement, but out of all the labeled sentence features they

increase weighted recall the most as can be seen in Table 4.4.

3.9 Availability
The BC3 annotated corpus is available for research purposes. The annotation

framework is also made publicly available to promote further annotation. W3C

is a huge dataset which means there are many more threads that can be annotated.

The BC3 corpus is released under the Creative Commons Attribution-Share
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Annotations κ

Extractive summary sentences 0.5
Linked sentences 0.49
Propose 0.33
Request 0.55
Commit 0.36
Meeting 0.49
Meta 0.21
Subjectivity 0.37

Table 3.3: Kappa agreement for the different annotations.

Alike 3.0 Unported License, which means it can be used for commercial or non-

commercial purposes. You are allowed to copy, share, distribute, or change the

corpus as long as it is attributed and licensed with the same license or a compatible

one.

The BC3 framework is released under the MIT license, which also allows for

commercial and non-commercial uses. This license is specifically written for soft-

ware and is also used to license Ruby on Rails. It has the same properties that allow

you to copy, share, distribute, or change the corpus as long as it is attributed and

licensed with the same license or a compatible one.

Both the corpus and the framework are available online at:

http://cs.ubc.ca/labs/lci/bc3.html

The website describes the corpus and gives an outline of the framework archi-

tecture to make it easier to change the framework. When downloading the software,

the user is asked to provide some simple information such as their name and how

many researchers will be using it. This helps us keep statistics on who is using the

corpus.

Less than a month after launch, there are already 5 research groups for a total

of 15 researchers from around the world using the BC3 corpus. Researchers that

have downloaded the corpus belong to organizations including SRI International,

ISI, and Simon Fraser University.
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3.10 Summary
Due to the scarcity of annotated corpora for email thread summarization, we anno-

tated a subset of the W3C corpus, a large publicly available email dataset. Having

learned from previous corpora annotations, we chose to annotate the corpus with

both extractive and abstractive summaries. Annotators created links between the

abstractive summary sentences and the sentences in the original email thread. We

also labeled additional sentence features that can be used in machine learning based

summarization. These include the basic speech acts of individual sentences as well

as whether a sentence is a meta sentence and whether it is subjective. The online

framework that was used to annotate the corpus as well as the corpus itself are

publicly available at http://cs.ubc.ca/labs/lci/bc3.html.
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Chapter 4

Supervised Machine Learning
Summarization

This chapter will describe our approach to summarizing email threads using su-

pervised machine learning. As described in Chapter 2, there are two types of text

summarization: extractive summarization, which is a sentence classification task,

and abstractive summarization, which creates a rewritten summary of the original

text. We focus on extractive summarization and we tackle the classification task by

applying statistical machine learning methods.

We explore new techniques for email thread summarization by using several

regression-based classifiers and novel features. As a preview we introduce our

contributions below:

• In previous machine learning summarization approaches, even those that

were using multiple annotators, the sentence labels in the training data were

binary. This meant that a threshold had to be set to decide which sentences to

include. Our method circumvents this by using a continuous value to label

our sentences. This means no information is lost by setting a threshold to

collapse the continuous value into a binary label.

• Existing studies base analysis on predetermined classifiers. There has not

been a comparative study between different classifiers for email summariza-

tion. Our results show that there is quite a large variance among different
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classifiers, and that Bagging and Gaussian Processes achieve the best results.

• Linguistic discourse features have also not been explored in much detail.

We will show that accurate speech act labels will improve the quality of

summarization.

An outline of the chapter is as follows. In Section 4.1 we describe the regression-

based classification framework and classifiers. Section 4.2 describes what features

we are using for machine learning. In Section 4.3 we explain the experimental

setup and summary evaluation. Then in Section 4.4 we present and explain our

results. Finally in Section 4.5 we provide a summary of the chapter. In all our

experiments, both the Enron and BC3 corpora were used for training and testing.

4.1 Regression-based Summarization
Often summarization is simplified to a binary classification of whether a sentence

will be included in a summary or not. This simplifies the summarization task to

training an extractive machine learning classifier. It is often the case that summaries

of different lengths are required. A classifier with a binary output would have to

be retrained for different lengths, which is a lot of work and makes the summarizer

not generally applicable. The solution to this problem is to use a classifier with a

posterior probability of including the sentence in a summary. Sentences with the

highest probability can then be included in the summary up to the desired summary

length.

There is however another limitation due to a binary classification approach in

the training data of most summarization frameworks. Sentences in the training set

need to be labeled as either included or not. Many times annotators do not agree

on which sentences should be included in a summary as can be seen by kappa val-

ues of 0.5 in the BC3 corpus. So some sort of thresholding is needed to describe

whether a sentence should be labeled as included or not. In summary evaluation the

pyramid method [39] is based on the fact that humans disagree on ideal summaries

as described in Section 2.5. This idea can be carried over to machine learning train-

ing. Our solution is to use a combined annotator score. This gives us a continuous

importance range for sentence labels. In the BC3 corpus the score is the number
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of annotators that selected a sentence. For the Enron corpus the score is a linear

combination of the annotators selections, where annotators can either select a sen-

tence as essential, optional, or not important for the summary. Formally, the scores

in the two corpora are computed as follow:

score(enron) = ∑i∈Annotators 3∗#ESSi +#OPTi

score(BC3) = ∑i∈Annotators

{
1i if selected;

0i otherwise.

These scores are then fed into a regression-based classifier to output an im-

portance rank. Summaries can be created up to a desired length based on each

sentence’s classification score.

4.1.1 Normalization by Sentence Length

The summaries that are generated are limited to 30% of the original number of

words in the document. Our extractive summarization approach works at the sen-

tence level. To make our summarization approach generate concise summaries

limited by word length, sentence length needs to be taken into account. We there-

fore normalize the sentence annotator score by sentence length. The normalized

score represents the information or importance content of the sentence per word.

If the annotator scores remain unnormalized, then the summary will include long

sentences instead of suitable shorter substitute sentences.

4.1.2 Classifiers

With our continuous framework, we compared different regression-based classi-

fiers. We used the WEKA [48] implementation of the different classification algo-

rithms.

For our SVM classifier we used SMOreg which is an optimization algorithm

for training support vector regression using a polynomial kernel. The algorithm im-

plements sequential minimal optimization using extreme chunking by converting

nominal attributes into binary ones and optimizing the target function for them.

Simple Linear Regression builds a linear regression model by repeatedly select-

ing the feature providing the lowest squared error. The sentence’s relative position
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in the email was found to be the best feature.

For a tree based classifier, we used REPTree which is a regression based deci-

sion tree algorithm. It build the tree using information variance reduction.

Bagging was done on this decision tree classifier. Bagging is a bootstrapping

algorithm which averages the output of several decision trees trained on random

subsets of the training data. By using several bootstrapped training sets, an unstable

classifier like decision trees improves stability and accuracy.

Gaussian Processes was used with an RBFKernel [33].

4.1.3 Two Summarization Techniques for Comparison

The supervised machine learning classifiers are compared to two unsupervised

classifiers: ClueWordSummerizer(CWS) [7] and MEAD [41]. CWS uses the no-

tion of clue words to score a sentence’s importance. Clue words are stemmed

words that are present in both parent and child nodes in a conversation graph. The

intuition is that words that appear throughout a conversation are important and

therefore the sentences that contain them are as well.

MEAD, as described in Section 2.1.3, is a summarization framework with three

components: a feature generator, a classifier which computes sentence importance

scores, and a sentence reranker. We use the framework in our summarization sys-

tem by replacing the three components. However it comes with default components

which have been shown to work on multi-document text summarization. These in-

clude the heuristic that any sentence with less than nine words is automatically

discarded. Both centroid and position features are computed. The centroid feature

is computed using tf*idf (term frequency * inverse document frequency) vectors.

These vectors contain counts of all the words present in a particular sentence, where

each word count is divided by the occurrence of that particular word in a large cor-

pus of documents. To create a centroid score, the cosine similarity is computed for

that particular sentence’s tf*idf vector to the average document tf*idf vector. The

second feature, position, is the reciprocal of the sentence’s position. Thus earlier

sentences have higher position scores. These two scores are combined by averag-

ing them together to create the final sentence importance score. It is this default

system that is meant by the label ”MEAD” in the graphs.
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Table 4.1: Features used for classification arranged in groups.
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4.2 Sentence Features
Proven features from multi-document text summarization and email specific fea-

tures have previously been used for summarization. Due to the conversational

nature of emails we have decided to add speech act labels for each sentence. For

example, if an author commits to a future course of action, there is a high proba-

bility that this is an important sentence. The list of features can be seen in Figure

4.1.

The features in Table 4.1 are calculated for each sentence in the email thread.

The work by Rambow et al. [42] showed that including email specific features im-

proved recall and precision of important sentences. Therefore we start with their

text and email specific features as a baseline comparison for our feature sets. There

are small differences in the feature sets used in the two different corpora. In the

original feature set used by Rambow et al. [42], one of the features was ”fol Quote”

which signified whether the sentence followed text from a previous email. In our

corpora the emails are preprocessed to remove repeated quoted content. We there-

fore no longer have the ”fol Quote” feature. The Enron corpus was extracted by

work in [7]. In their extraction process, if the text was quoted and only occurred

once in the available emails, they assumed the original email was lost and ex-

tracted this test as a hidden email. In the Enron corpus, ”Is Hidden” is therefore

one of the available features. In the BC3 corpus ”fol Quote” is also no longer avail-

able as a feature, as the emails are preprocessed and quotes are removed manually.

”Is Hidden” is not available as a feature as the BC3 emails come from a mail server

which has a recorded of all the emails and therefore no part of the conversation is

missing. In the BC3 corpus a conversation structure was never analyzed beyond

the thread level. Therefore ”Num Replies” is not available as a feature. We also

add speech, meta, and subjectivity features to the BC3 corpus as explained below

in more detail.

4.2.1 Analysis of the Feature Set Proposed in Previous Work

Before we decided to use all the previously used features in from previous work in

email summarization, we tested their effectiveness on our corpora. Feature selec-

tion was performed on the fourteen baseline text and email features from Rambow

38



et al. [42], called R14 in the figures. Greedy forward selection found that all fea-

tures increased merit on both the Enron and BC3 corpora. We therefore used all

fourteen features as a baseline in our system.

4.2.2 Speech Acts as Additional Features

Email is a more formal communication method than online messengers or blogs.

When people use email, they usually have a specific purpose in mind. This specific

purpose is often shrouded in small talk to make a request less direct. In summariza-

tion the specific purpose for writing an email is the important part. We therefore

want to use speech acts which embody this specific purpose.

Email threads in which speech acts, such as request and commit, are important

features include those that try to schedule meetings, assign responsibilities, or plan

strategies. These types of email threads frequently occur in both of our corpora

and are common for many organizations. For example the following two sentences

were selected by our algorithm using speech act features, but the algorithm missed

them if these features were not included:

When is the deadline?

I’m prepared to decide by email so we can formally respond by email.

These sentences come from a thread in the BC3 corpus that is concerned with

rescheduling a teleconference. The first sentence is a request to find out when the

deadline is to formally respond to previous comments. The second sentence is a

proposal to formally respond by email.

As features we use automatically annotated speech acts using Ciranda [11] as

well as manually annotated speech acts from the BC3 corpus as specified in Sec-

tion 3.5.1. Ciranda1 is a publicly available tool that classifies emails as Propose,

Request, Commit, Deliver, Meeting, and deliveredData. These categories are not

mutually exclusive. Since a smaller granularity would be useful for email summa-

rization, we ran the classifier individually on each sentence (SA S) as well as on

the email level (SA E). These features can be seen in their different groupings in

Figure 4.1.

1http://www-2.cs.cmu.edu/∼vitor/codeAndData.html
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4.3 Experimental Setup
A machine learning summarizer uses a classifier to compute a sentence importance

score for each sentence. This score is then used to decide which sentences to

include in the summary. Thirty-two features were generated for each sentence

in the email corpus that was used. The summarizer used two software packages

in its implementation. MEAD [41] was used as the summarization framework.

It works in three components. First features are generated, then a classifier scores

sentences, and finally a reranker produces the final summary. WEKA [48] was used

as the implementation of machine learning classification algorithms. These two

packages were combined to create several different machine learning summarizers.

The tests were run to create summaries that were limited by length to 30% the

original number of words.

To evaluate the different summarizers, the corresponding summaries were com-

pared to a human generated gold standard. The machine learning summarizers

were evaluated using 10-fold cross-validation. This was performed on the Enron

corpus, which was introduced in Section 2.4.2 and the BC3 corpus, which was

introduced in Chapter 3. The Enron corpus had 39 threads and the BC3 corpus

had 40 threads. Thus the email threads were divided into ten sets where 90% of

the data was used for training and 10% of the data was used for testing. Since the

Enron corpus could not be split evenly, we we chose 4 test threads randomly for

each of the 10 cross-validations and then randomly added the others as training

data. This left us with 40 summaries for each corpus that could be compared to the

corresponding gold standard.

4.3.1 Evaluation Metric: Weighted Recall

Weighted recall was used to evaluate the results of both datasets. This was repeated

for all the different classification algorithms. Human users almost always cannot

agree on a single perfect summary for a given email thread. We therefore have sev-

eral annotators summarize an email thread and then score the machine-generated

summary against all of them. In the Enron corpus there were 5 annotators per

thread and in the BC3 corpus we had 3 annotators per thread. We measure the re-

call score against an ideal summary weighed across all annotators. The recall score
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measures the percentage of important sentences that were chosen and the precision

score measures the percentage of the chosen sentences that were important. The

f-measure is the harmonic mean of precision and recall. The reason we use a re-

call score instead of an f-measure, is because the length of the summary is fixed.

Since our summaries are limited by length, it is much more interesting what the

fraction of relevant sentences is, i.e. the recall score. This score has also been

called pyramid precision in [8], although in weighted recall the gold standard (GS)

summary is the highest scoring summary given a summary length of 30% and in

[8] it is the highest scoring sentences up to a length of 30%. In the Enron corpus

sentences were annotated as essential, optional, or not selected, while in the BC3

corpus sentences were either selected or not.

WeightedRecall =
∑i∈SentSum

scorei

∑i∈SentGS
scorei

score(enron) = ∑i∈Annotators 3∗#ESSi +#OPTi

score(BC3) = ∑i∈Annotators

{
1i if selected;

0i otherwise.

We also performed some initial evaluations with ROUGE (see Section 2.5),

but they did not agree with the weighted recall results. The ROUGE evaluation

metric was created for newswire data. It has not been shown to correlate well

with human evaluations in the meeting domain [31], which is similar to emails in

informality and conversational nature. We therefore chose to use weighted recall

as our evaluation metric.

4.4 Results
In our summary algorithm evaluation, we compared different classifiers, with dif-

ferent feature sets and varying types of annotated class labels. With so many pos-

sible configurations for the summary algorithms, it becomes hard to understand

the results. We provide two tables (Table 4.3 and Table 4.4) that present all of the

details of our evaluation. To better understand this vast amount of information, we

describe each of the different aspects separately. In the following sections we pro-

vide a description of our results as we compared different classifiers, continuous

vs. binary labels, raw vs. normalized labels, and different feature sets.
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Figure 4.1: Summarization comparison on the Enron dataset. R14 are the
original features presented in [42].

4.4.1 Statistical Analysis

For statistical analysis we first performed the ANOVA test to see if there was any

significance in the results. In all of our comparisons this was the case so we sub-

sequently performed individual t-tests to test for significance between the features.

For the comparisons, two-tailed t-tests were always performed and if the null hy-

pothesis was rejected with at least 95% confidence, the result was considered sig-

nificant. A Bonferroni correction was performed due to the repeated testing on the

same annotated corpora. Because of the Bonferroni correction the 95% confidence

threshold for significance in the Enron corpus was moved from 0.025 to 0.0008

and for the BC3 corpus to 0.0004.

4.4.2 Comparing Different Classifiers

For comparing the different classifiers we have chosen to use the baseline feature

set, R14, and normalized continuous sentence labels. The reason for this is that
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Figure 4.2: Comparison of different classifiers in the BC3 corpus. R14 are
the original features presented in [42].
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the baseline feature set is available for both corpora and the normalized continu-

ous sentence labels provide the best overall results. In Figure 4.1 we compare the

performance of 7 summarization approaches on the Enron dataset. The first 5 are

supervised while the last 2 are unsupervised. On the y axis we measure weighted

recall as described in Section 4.3.1 and on the x axis we list the different classi-

fiers. It can be seen that the supervised machine learning algorithms outperform

the unsupervised versions. Bagging of the REPTree classifier had the highest av-

erage weighted recall with a score of 0.63. Bagging performs significantly better

than any other approach except for gaussian processes, as can be seen in Figure

4.2. This figure shows which algorithms are significantly better then others and the

associated p-values.

Figure 4.2 illustrates that the results hold for the BC3 corpus as well. Bagging

and gaussian processes therefore seems to be the most effective classifiers for email

summarization. They are useful in summarization as they does not overfit the train-

ing data. We were somewhat surprised by how low SVM’s weighted recall score

was, but it was confirmed in both datasets. It would be interesting to see whether

kernels other than the polynomial one perform any better with SVM. As will be

shown in Section 4.4.3, SVMs are actually better suited for a binary framework.

CWS was developed using the Enron dataset [7] and it does better than MEAD,

the other unsupervised summarizer. However the supervised approaches except

SVM outperform it. MEAD is used as a baseline since it has not been designed for

emails but standard text instead.

4.4.3 Continuous vs Binary Labels

In this section we are focusing on the difference between using a binary label and a

continuous label that is normalized by sentence length for training data. The binary

label is generated by taking the annotation score and using a threshold to decide

whether to include a sentence or not. The threshold used in the Enron corpus was 8

and the threshold used in the BC3 corpus was 2. Eight was also the threshold level

that was used for the Enron annotation in [7]. Two was selected as the threshold in

the BC3 corpus as it signifies that the majority of the annotators wanted to include

the sentence in the summary.

44



Fe
at

ur
e

Se
t

C
la

ss
ifi

ca
tio

n
A

lg
or

ith
m

E
nr

on
W

R
St

d.
D

ev
.

B
C

3
W

R
St

d.
D

ev
.

R
14

C
on

tin
uo

us
N

or
m

al
iz

ed

B
ag

gi
ng

0.
63

0.
02

4
0.

73
0.

01
7

G
P

0.
63

0.
04

1
0.

74
0.

01
1

Si
m

L
in

R
eg

0.
56

0.
02

8
0.

59
0.

04
7

R
E

PT
re

e
0.

56
0.

02
6

0.
64

0.
03

2
SV

M
0.

44
0.

02
5

0.
52

0.
03

0

R
14

C
on

tin
uo

us
U

nn
or

m
al

iz
ed

B
ag

gi
ng

0.
43

0.
02

8
0.

64
0.

02
0

G
P

0.
42

0.
02

8
0.

64
0.

02
6

Si
m

L
in

R
eg

0.
37

0.
02

5
0.

59
0.

04
7

R
E

PT
re

e
0.

40
0.

02
4

0.
62

0.
01

6
SV

M
0.

39
0.

02
5

0.
52

0.
03

2

R
14

B
in

ar
y

B
ag

gi
ng

0.
52

0.
03

2
0.

57
0.

02
0

R
E

PT
re

e
0.

51
0.

03
0

0.
39

0.
02

1
SV

M
0.

52
0.

02
4

0.
54

0.
02

7
R

ip
pe

r
0.

52
0.

02
1

0.
54

0.
02

3

U
ns

up
er

vi
se

d
C

lu
e

0.
51

0.
03

2
N

/A
N

/A
M

E
A

D
0.

44
0.

02
1

0.
38

0.
03

0

Table 4.3: Comparing different types of classifiers for summarization using
weighted recall for evaluation and the baseline R14 feature set.
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Feature Set Classification Enron WR Std. Dev. BC3 WR Std. Dev.

R14

Bagging 0.63 0.024 0.73 0.017
GP 0.63 0.041 0.74 0.011
SimLinReg 0.56 0.028 0.59 0.047
REPTree 0.56 0.026 0.64 0.032
SVM 0.44 0.025 0.52 0.030

R14+SA S

Bagging 0.64 0.027 0.69 0.019
GP 0.63 0.035 0.72 0.011
SimLinReg 0.56 0.028 0.59 0.047
REPTree 0.58 0.035 0.60 0.032
SVM 0.41 0.027 0.53 0.040

R14+SA E

Bagging 0.62 0.036 0.70 0.024
GP 0.59 0.037 0.69 0.013
SimLinReg 0.56 0.028 0.59 0.047
REPTree 0.58 0.020 0.58 0.036
SVM 0.41 0.021 0.53 0.032

R14+CWS

Bagging 0.62 0.031 N/A N/A
GP 0.64 0.039 N/A N/A
SimLinReg 0.56 0.028 N/A N/A
REPTree 0.56 0.025 N/A N/A
SVM 0.46 0.027 N/A N/A

R14+SA A

Bagging N/A N/A 0.76 0.012
GP N/A N/A 0.77 0.013
SimLinReg N/A N/A 0.59 0.047
REPTree N/A N/A 0.67 0.025
SVM N/A N/A 0.73 0.020

R14+Meta

Bagging N/A N/A 0.77 0.012
GP N/A N/A 0.76 0.011
SimLinReg N/A N/A 0.59 0.047
REPTree N/A N/A 0.66 0.031
SVM N/A N/A 0.60 0.024

R14+Subj

Bagging N/A N/A 0.74 0.015
GP N/A N/A 0.75 0.011
SimLinReg N/A N/A 0.59 0.047
REPTree N/A N/A 0.65 0.027
SVM N/A N/A 0.67 0.019
Bagging N/A N/A 0.80 0.012

R14+Meta+ GP N/A N/A 0.79 0.012
Subj+SA A SimLinReg N/A N/A 0.59 0.047

REPTree N/A N/A 0.67 0.020
SVM N/A N/A 0.77 0.017

Table 4.4: Comparing feature sets in a continuous and normalized setting.
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Figure 4.3: Performance differences between binary and continuous classi-
fiers in the Enron corpus.

We were not able to compare Simple Linear Regression and Gaussian Pro-

cesses as these two algorithms cannot be used with binary class labels in WEKA,

which we used as algorithm implementations. We have also included Ripper in

this evaluation as this was the algorithm used in previous work on extractive email

summarization [42].

Figure 4.3 and Figure 4.4 show our results graphically for the Enron and BC3

corpus respectively. It can be seen that the best results are achieved using a continu-

ous normalized framework and the bagging algorithm. The continuous labels using

bagging were significantly better with p-values of less than 0.00001 compared to

binary bagging, Ripper, and MEAD individually. However not all algorithms are

suited for a continuous regression setting. SVM actually performs better in the

binary framework. We hypothesis that this is because SVM is margin maximizing

algorithm and that this works best when having only two classes.
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Figure 4.4: Performance differences between binary and continuous classi-
fiers in the BC3 corpus.

4.4.4 Normalization by Sentence Length

We compared the classifier performance using annotator score labels that were

normalized by sentence length with those that were not. These comparisons were

performed using the R14 feature set. As can be seen in Figure 4.5 the average

weighted recall using the normalized labels was better than using the unnormalized

labels for all algorithms in the Enron dataset. In the BC3 corpus the results are

similar with all the algorithms performing better or no worse using the normalized

sentence labels. This proves our hypothesis that it is important to normalize the

training data by length since our summaries are limited by word count.

4.4.5 Feature Sets

The baseline feature set, R14 (from [42]), was compared to additional speech act

features, meta labels, and subjectivity labels. In this comparison we use the nor-

malized continuous sentence labels as they provide the best performance. Auto-
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Figure 4.5: A comparison of summarizer performance using annotators
scores normalized by sentence length. R14 are the original features
presented in [42].

matically labeled speech acts were also compared to manually labeled speech acts.

Ciranda was used to automatically label the speech acts at the email level (SA E)

and at the sentence level (SA S). In the BC3 corpus manual speech act annotations

(SA A) were also available. Manual annotations for meta sentences (Meta) and

subjective sentences (Subj) were also available in the BC3 corpus.

Analysis of the new features shows that the results depended on the quality of

the features as can be seen in Figure 4.6. The generated speech act labels with

Ciranda did not help with summarization. This included both email level annota-

tion and sentence level annotation. However the manually labeled features were

significantly better than the baseline as can be seen in Table 4.5. The generated

features did not perform well for different reasons. The email level annotations

were too coarse to help select which sentences should be selected for summariza-

tion. The sentence level annotations were too noisy as there was not enough data

for Ciranda to select the correct label. Ciranda was trained to label emails, not sen-
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Figure 4.6: Comparison of different features on the BC3 corpus. R14 are the
original features presented in [42]. SA A are the annotated labels, SA S
are the sentence level Ciranda [11] labels and SA E or the email level
Ciranda labels. Meta (M) and Subj (S) are manually annotated labels.

tences. The fact that the manually generated labels were useful for summarization

shows that speech acts are indeed a useful feature, the generated labels we used

are just too noisy to be useful. It would be useful to pursue automatic speech act

classification at the sentence level.

Meta sentences had the highest increase in weighted recall of all the new fea-

tures by themselves. This was somewhat surprising as meta sentences had the

lowest kappa agreement between all the annotators. This shows that it is not nec-

essarily important for all the annotators to agree.

In Figure 4.7 it can be seen that again the automatically generated speech acts

did not improve weighted recall significantly. In the Enron corpus, manually anno-

tated speech acts are not available. An additional feature, CWS, which is the clue

word score as generated in previous work [7], surprisingly also did not improve

weighted recall significantly. It seems that clue words are a good feature by them-
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Figure 4.7: Comparison of different features on the Enron corpus. R14 are
the original features presented in [42]. SA S are automatically gener-
ated sentence level labels and SA E are automatically generated email
level Ciranda labels. CWS is the clue word score [7].

selves in the clue word summarizer, but they are not a useful additional feature in

a supervised machine learning system.

4.4.6 Classifier Runtime Analysis

When the summarization algorithm is intended for a real application, runtime per-

formance is also an important aspect. Users cannot wait for the summary to be

generated or else the purpose of summarization is defeated. In this section we

compare the amount of time the different algorithms take to create summaries. The

feature extraction time was not compared as it is the same for each of the machine

learning algorithms. The process was broken into two steps: model creation and

summary generation. In the model creation step, the algorithm was trained using

the features and labels in the training data. In the summary generation step, this

model was used to create a text summary.
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Recall P-value
R14 0.73
R14+SA S 0.69 0.0005
R14+SA E 0.70 0.01
R14+Meta 0.77 0.00001
R14+Subj 0.74 0.095
R14+SA A 0.76 0.0009
R14+SA A+M+S 0.80 2.3∗10−9

Table 4.5: Average weighted recall and significance with Bonferroni correc-
tion of T-test comparisons against the R14 feature set for the BC3 dataset.

Figure 4.8: A runtime analysis of different summarization algorithms.
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The recorded times have been averaged over several runs, and represent train-

ing on 36 email threads and generating one summary. The summaries were gener-

ated using the R14 feature set that was used as a baseline in this thesis. The test

was performed on a dual-core Pentium 4 3.2Ghz with 2GB of RAM. The summa-

rization system was run on Suse Linux 10.3.

The results are displayed in Figure 4.8. The y axis represents the amount of

time the algorithm takes to run in seconds. The axis is broken in two places so that

the timing of the faster algorithms is still readable. The timings are stacked with

the summary generation time on the bottom and the algorithm training time on top.

There are two stacks for each algorithm - the left one displaying performance on

the Enron corpus and the right one displaying performance on the BC3 corpus.

It can be seen that Gaussian Processes and SVMs took a much longer time to

build the model than the other techniques. This is because these two classifiers are

more complicated than rule-based classifiers such as REPTree and simple linear

regression.

Comparing the results for the Enron and BC3 corpora, the email threads in the

BC3 corpus took longer to summarize for all the methods. This effect was most

pronounced in the Gaussian Processes and SVM, which were already the slowest in

the Enron corpus. This is most likely the case because in the BC3 corpus the email

threads were longer both in the number of emails and the amount of text than in the

Enron corpus. We do not know why the difference in runtime is so significant in the

BC3 corpus except that the increased thread length might exacerbate the slowness

already seen in the Enron corpus.

4.5 Summary
We created a continuous classification framework for summarizing email threads

and evaluated it on two corpora, one of which was developed for this study. Our re-

sults show that the best regression-based classifiers for email thread summarization

perform better than binary classifiers because they preserve more information. In

our comparison between different classifiers, we found that Bagging and Gaussian

Processes have the highest weighted recall. We confirm the 14 features from [42]

provide good results but can be improved with other features. The results on our
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new dataset show that speech acts are a very useful feature if they can be generated

with higher accuracy at the sentence level. Meta sentences and subjectivity were

also shown to be useful features for email summarization.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions
In this thesis we described how to summarize email threads using machine learn-

ing. Our summarization approach was extractive which meant that we selected

which sentences in the original text to keep for the summary. Since we used ma-

chine learning, we also required a dataset. To our knowledge there were no publicly

available annotated datasets for email summarization. We therefore annotated the

BC3 corpus and made it publicly available for download and extension. To as-

sist researchers in contributing to the corpus, we are also releasing the annotation

framework we used as open source software.

The annotation of the BC3 corpus allowed us to train and evaluate our sum-

marization algorithm on two corpora: the BC3 corpus and the Enron corpus. We

compared different machine learning algorithms and found there were significant

differences between different classifiers. Bagging with regression trees was found

to be the best algorithm as it was as accurate as gaussian processes but much more

efficient. We also switched from a binary framework, which was used in previous

email summarization by extraction, to a continuous framework that prevents infor-

mation loss by not requiring a threshold. We also tested new features for email

summarization. In addition to 14 features previously used in email summarization

[42], we also used speech acts, meta sentences, and subjectivity. I will outline these

achievements in more detail below:
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• We released the BC3 corpus consisting of 40 annotated email threads. Each

email thread was annotated by 3 annotators with extractive summaries and

abstractive summaries with links. Each sentence in the email thread was

annotated for speech acts, meta sentences, and subjectivity. The corpus is

intended for use with extractive or abstractive email summarization (or a

combination of the two). The web-based annotation framework is also avail-

able for download. The framework was built with Ruby on Rails and allows

researchers to manage their email threads and previous annotations. It also

allows researchers to schedule and perform annotation studies.

• Our summarization approach used regression-based machine learning. As

our class labels for all the original sentences we used the sum of all the

annotator’s annotations. Therefore we could use all the data the corpus pro-

vided for us without having to use a threshold. These annotator scores were

then normalized by sentence length, as our target summaries were limited in

word length. We trained regression algorithms on our corpus data. This gave

us a model that could give a new sentence an annotation importance score.

The final summary could be constructed by repetitively adding the highest

scoring sentence and reducing redundancy.

• We compared different machine learning algorithms and found that bagging

with regression trees and gaussian processes performed significantly better

than the other algorithms according to a weighted recall evaluation. An al-

gorithm runtime analysis revealed that Gaussian processes took significantly

longer to train and generate summaries than bagging with regression trees.

This led to our conclusion that bagging with regression trees is the most

suitable algorithm for email thread summarization.

• Selecting the right features to use in machine learning is critical to a suc-

cessful algorithm. In this thesis we also compared different feature sets. As

a baseline we used the 14 features previously used by Rambow et al. [42].

The new features we used were speech acts, meta sentences, and subjectiv-

ity. Speech acts consisted of several binary features that were not mutually

exclusive including: Request, Commit, Proposal, and Meeting. All these
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features were manually annotated in the BC3 corpus at the sentence level.

They were shown to significantly improve the weighted recall of generated

summaries when added to the baseline feature set. We also wanted to see

if these features could be generated automatically and still be useful. We

used Ciranda [11] to automatically classify emails and sentences as speech

acts. These features proved not to improve weighted recall of the generated

summaries significantly.

5.2 Future Work
Summarization of emails is a relatively new field. There are many areas that have

yet to be explored. Research can also be done on similar but newer forms of com-

munication such as online chats or blog discussions. The following are some topics

that would be interesting to explore.

• Since we have two corpora available, it would be interesting to train on the

BC3 corpus and test on the Enron corpus and vice versa. This would provide

external validity to our summarization approach. Similarly we could also

train and test on the Enron and BC3 corpora combined.

• Computing the human ceiling would be useful in helping interpret the weighted

recall results. This would be done by calculating the weighted recall for one

of the annotators summaries while building the gold standard from the other

two.

• The BC3 corpus was built to be used for both abstractive and extractive email

summarization. This thesis only focuses on extractive email summarization,

which means there is a great opportunity to continue this work into abstrac-

tive email summarization. It would be reasonable to build a system that

combines extractive and abstractive summarization. Sentences could be ex-

tracted and then combined to make the summaries more concise.

• Another idea for future research would be to try boosting for sentence ex-

traction. Our results show that Bagging was the most successful algorithms
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out of the ones we compared. Boosting also has potential since it is a sim-

ilar meta-algorithm. We did not compare a boosting algorithm because we

used WEKA, which did not contain an implementation for using boosting

for regression.

• Subjectivity has been shown to be a very useful feature for email summariza-

tion. However we only used a binary variable to represent whether a sentence

was subjective or not. More detailed labeling, with polarity and the author’s

intensity would most likely be even more useful for email summarization.

• Extending this research into other forms of communication would also be

interesting. Although online chats are less structured than emails, it would

be interesting to see if the same techniques can be applied in this field.

• Finally, it is important to consider how to present the summary information

to the user. In order for the generated summaries to have the highest impact

on the user the need to presented in a unobtrusive method that fits into the

user’s work flow.
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Appendix B

Annotator Instructions

General Task Overview:

In this task, your goal is to summarize email threads and to annotate individual

sentences for certain phenomena described below.

The Data:

The emails you will be summarizing and annotating are taken from the mailing

list of the World Wide Web Consortium (W3C, an organization for developing Web

standards). Some of the topics discussed in the email threads are slightly technical,

relating to web development, but you are not required to have expertise in these

topics in order to complete the task.

Annotation Details:

You will be presented with an email thread consisting of several emails on a

particular topic. These emails represent a conversational exchange between mem-

bers of the W3C. Before carrying out any annotation, read through the thread in

its entirety to get a feel for the discussion. Once you have made a preliminary

read-through of the email thread, you will proceed with annotation in three steps.

1. In the first step we ask you to write a summary of the entire email thread,
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using the text box at the top of the browser. You will author a single sum-

mary for the thread, not a summary of each individual email. The summary

must be no longer than 250 words. It is therefore important to capture the

important information of the email thread in a concise manner.

For each sentence in your written summary, we ask you to provide exam-

ple sentence(s) from the actual email thread that are related to the summary

sentence. You can do this by indicating the thread sentence IDs in brack-

ets at the end of each summary sentence. Here we provide an example:

”John proposed that the next meeting should be at the end of May in Mi-

ami.[1.1,1.2] Mary disagreed and suggested San Francisco as an alternate

location.[2.2,2.3]”

Here the numbers 1.1, 1.2, 2.2, and 2.3 are sentence IDs from the email

thread itself. Each sentence in your summary should have at least one such

linked sentence at the end of it. There is no limit to how many sentences you

may link in this fashion. In exceptional cases we will allow you to provide

no links after a summary sentence, but this should be a rare occurrence.

2. You will next have to produce another summary by selecting the important

sentences in the original text; that is, the sentences from the email thread that

you think are most informative or important. You can do this by clicking on

the important sentences to highlight them. You can select as many sentences

as you feel are necessary. There may be overlap with the sentences you

linked in step 1, while you may also select sentences that were not linked in

step 1.

3. In the next step, you will mark individual sentences related to certain speech

acts and other phenomena, which we will now define. Speech acts are sen-

tences that perform a particular function. There are 6 types of sentences to

annotate.

(a) COMMIT(Cmt): The first type of speech act consists of sentences

where someone is committing to doing something, for example com-

mitting to taking on a certain task. In other words, they are assigning
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themselves an ”action item”. The following sentences would both be

labeled ’commit’:

”I’ll research that and get back to you.”

”I can get you a rough draft by Friday.”

(b) REQUEST(Req): The second type of speech act consists of sentences

where somebody is making a request, for example asking somebody

to perform a task. In other words, they are seeking to assign an action

item to another individual or multiple individuals. For example,

”Sherry, can you send me the submitted version of that pa-

per?”

”Prior to our next meeting, Johan and Sylvia will research the

topic and get back to us.”

(c) PROPOSE(Prop): The third type of speech act is when someone is

proposing a joint activity. Proposals seek to assign an action item to all

members of the group. For example,

”I suggest that we amend our guidelines.”

”We should take this discussion offline.”

(d) MEETINGS(Meet): The fourth sentence type consists of sentences

where someone is discussing a meeting. For example, ”Should we

schedule the next face-to-face meeting for June?” and ”I know a good

meeting venue downtown” are both meeting related sentences. The

relevant meeting could be a face-to-face meeting or video conference,

i.e. a multi-party synchronous conversation via some medium other

than email.

(e) SUBJECTIVE(Subj): Subjective sentences are sentences where the

writer or speaker is expressing an opinion or strong sentiment about

something. The sentence reveals the so-called ”private state” of the

writer. In more technical terms, a subjective sentence is when an expe-

riencer holds an attitude towards a target. The attitude can be positive,

negative or neutral. For example,

”The large buttons are a really nice design feature.”
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”I’m not sure if that’s a good idea.”

”Finding them is really a pain, you know.”

In example 1, the experiencer has a positive attitude about the target,

which are the large buttons. Example 2 shows a neutral attitude, and

example 3 shows a negative attitude about an unspecified target.

A sentence should only be labeled as subjective if it reveals the private

state of the writer and NOT when the writer is reporting someone else’s

private state, e.g. ”The folks in marketing think the large buttons are a

really nice design feature.” is not subjective.

(f) META: Finally, we also ask you to annotate meta sentences (Meta).

These are sentences that refer explicitly to this email exchange for

example, ”I’m just reading your last email and will respond ASAP”

and ”This thread seems to be getting off-topic.”

These 6 phenomena can be annotated simply by clicking the relevant buttons

next to each sentence. Note that a given sentence can receive multiple anno-

tations for example, it can be both a meeting proposal and a meta sentence.

When a button is clicked, it will change color to indicate your selection.

Quotations:

You will notice that some emails contain both new text and quoted text. Quoted

text is text from a preceding email and is often indicated by the ’¿’ character. For

example:

”Hi John.

I disagree with your proposal.

I think San Francisco would be a more suitable location.

Best, Mary

> I propose that we meet in Miami.

> Does the end of May work for everyone?

> Regards, John

”
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Because of the presence of quoted text, some sentences will occur in several dif-

ferent emails in the thread. When linking sentences in your summary, it is not

necessary to link every occurrence of a given sentence in the thread. Also, be

aware that sometimes new text occurs in the middle of quoted text. For example:

”

> I disagree with your proposal

Ok

> I think San Francisco would be a more suitable location.

Fine by me

> Best, Mary

Regards, John

”

Recap:

Write your summary of 250 words or less. Create links between your summary

sentences and sentences from the email thread. Then create another summary by

selecting the most important sentences in the original email text.

Then annotate sentences for the following 6 phenomena:

1. Commit

2. Request

3. Propose

4. Meetings

5. Subjective

6. Meta

We’ll now start with an example thread for you to practice annotating.
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